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Abstract: The ability to search through images based 

on their content based image  retrieval, a technique 

which uses  visual contents to search images from 

large scale image  databases according to users' 

interests. Markov chain  models are used to describe 

the temporal evolution of low level visual descriptors 

extracted from the semantic Indexing  model. 

Propose a semantic indexing algorithm which uses 

both text and image retrieval system. The entire user 

Queries selected by random. An image retrieval 

system is a computer system for browsing, searching 

and retrieving images from a large image database. 

The new method, that  we call Markovian Semantic 

Indexing (MSI), is presented in the context of an 

online image retrieval system. And we are 

determined new data mining techniques for 

Hierarchical Clustering. 

Index Terms: Markovian semantic indexing, image 

annotation, query mining, annotation-based image 

retrieval. 

I. INTRODUCTION 

 

Content - based image  retrieval (CBIR),  lso known 

as  query by image content (QBIC) and content based 

visual information retrieval (CBVIR) is the 

application of computer vision to the image retrieval 

problem, that is,  the problem of searching for digital  

images in large  databases."Content -based" means 

that the search will  analyze the actual contents of the 

image. The term 'content' in this context might refer 

colors, shapes, textures, or any other information that 

can be derived from the image itself. Without the 

ability to examine image content, searches must rely 

on metadata such as captions or keywords, which 

may be laborious or expensive to produce.The design 

of efficient indexing techniques suitable to retrieve 

relevant information through text based and image 

caption documents is necessary to enable widespread 

use and access to richer and novel information 

sources. Allowing for possible automatic procedures 

to semantically indexing and annotate the images.To 

face the problem of semantic indexing, a man uses its 

cognitive skills, while an automatic system can face it 

by adopting a two step procedure: in the first step, 

some low level indices are extracted in order to 

represent low-level information in a compact way; in 

the second step, a decision-making algorithm is used 

to extract a semantic index from the low-level 

indices.The new method, that we call Markovian 

Semantic Indexing (MSI)is presented in the context 

of an online image retrieval system.The properties of 

MSI make it particularly suitable for ABIR tasks 
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when the per image annotation data is limited. The 

characteristics of the method make it also particularly 

applicable in the context of online image retrieval 

systems.Annotation - Based Image Retrieval (ABIR) 

systems  are an attempt to incorporate more efficient 

semantic content into both text-based queries and 

image captions (i.e.. Google Image Search, Yahoo! 

Image Search).The properties of MSI make it 

particularly suitable for ABIR tasks when the per 

image annotation data are limited. The characteristics 

of the method make it also particularly applicable in 

the context of online image retrieval systems. 

 

II. RELATED WORK 

 

Attempts of applying LSI/pLSI-based techniques to 

discover a more reliable conceptual association in 

ABIR systems have been reported in the context of 

online image retrieval systems.Attempts of applying 

LSI/pLSI-based techniques to discover a more 

reliable conceptual association in ABIR systems have 

been reported. The problem of automatic image 

annotation is closely related to that of content-based 

image retrieval. Since the early 1990s, numerous 

approaches, both from academia and the industry, 

have been proposed to index images using numerical 

features automatically-extracted from the images. 

Probabilistic Latent Semantic Indexing and latent 

semantic indexing methods to retrieve the images 

easily. The new method is shown to possess certain 

theoretical advantages and also to achieve better 

Precision versus Recall results when compared to 

Latent Semantic Indexing (LSI) and probabilistic 

Latent Semantic Indexing (pLSI) methods in 

Annotation-Based Image Retrieval (ABIR) tasks. The 

Latent Semantic Indexing (LSI)-based approaches 

that were initially applied with increased success in 

document indexing and retrieval were incorporated 

into the ABIR systems to discover a more reliable 

concept association. However, the level of success in 

these attempts is questionable; a reason for this lies in 

the sparsity of the per-image keyword annotation data 

in comparison to the number of keywords that are  

usually assigned to documents.Attempts of applying 

LSI/pLSI -based techniques to discover a more 

reliable conceptual association in ABIR  system the 

probabilistic Latent Semantic Indexing (pLSI) as an 

alternative to projection (LSI) or clustering methods 

for document retrieval. Latent Dirichlet Allocation 

(LDA) was proposed by Blei et al. To address the 

limitations of pLSI regarding generalization and over 

fitting while Griffiths and Steyvers incorporated a 

Markov chain Monte Carlo technique to LDA. 

 

III.   EXISTING APPROACH 

 

Current internet driven image search engines use only 

the keywords as queries. Users type query keywords 

in the hope of finding a certain type of images.  The 

search engine returns thousands of images ranked by 

the keywords extracted from the surrounding text.  

Text-based image searching suffers from the 

ambiguity of query keywords. Uses Adaptive Weight 

Schema to capture user Intent and re rank results 

based on it. Pre Operations: Adaptive Weight 

Schema comes under pre-operations that has two sub 

categories Query Categorization : The query 

categories we considered are: General Object, Object 

with Simple Background, Scenery Images, Portrait, 

and People. Feature Fusion : For each query category 

a pre-training is required Dynamic Operations: 

Keyword Expansion is performed which is a dynamic 
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operation because it has to be performed while 

retrieving results for a search. Once the top k images 

most similar to the query image are found according 

to the visual similarity metric, words from their 

textual descriptions are extracted and ranked, using 

the term frequency-inverse document frequency (tf-

idf) method. The top m (m = 5 in our experiments) 

words are reserved as candidates for Visual query 

expansion. Visual Query Expansion is also a dynamic 

operation to continuously alter the results based on 

user intent validations Image Pool Expansion is also 

a dynamic operation to continuously execute the 

queries of Visual Query Expansion and obtain 

results. Based on these Pre and dynamic operations 

will have customized results of their choice based on 

their intent. 

 

Figure 2: Image retrieval approaches based on 

process generation with suitable examples. 

The features we used for query categorization are: 

existence of faces, the number of faces in the image, 

the percentage of the image frame taken up by the 

face region, the coordinates of the face center relative 

to the center of the image, Directionality. The user 

intention is first roughly captured by classifying the 

query image into one of the coarse semantic 

categories and choosing a proper weight schema 

accordingly. Intention specific weight schema is 

proposed to combine visual features and to compute 

visual similarity adaptive to query images. Without 

additional human feedback, text and visual 

expansions are integrated to capture user intention. 

Expanded keywords are used to extend positive 

example images and also enlarge the image pool to 

include more relevant images. 

 

 

IV. PROPOSED APPROACH 

The basic aim is to segment colors in an automated 

fashion using the L*a*b* color space and K-means 

clustering. The entire process can be summarized in 

following stepsStep 1: Read the image Read the 

image from mother source which is in .JPEG format, 

which is a fused image of part of Bhopal city of 

Madhya Pradesh, India with DWT fusion algorithm 

of Cartosat-1 and LISS-IV of Indian satellite IRS-P6 

and IRS-1D.Step 2: For colour separation of an mage 

apply the Decorrelation stretching.Step 3: Convert 

Image from RGB Color Space to L*a*b* Color 

Space How many colors do we see in the image if we 

ignore variations in brightness? There are three 

colors: white, blue, and pink. We can easily visually 

distinguish these colors from one another.The 

L*a*b* color space (also known as CIELAB or CIE 

L*a*b*) enables us to quantify these visual 

differences.The L*a*b* color space is derived from 

the CIE XYZ tristimulus values. The L*a*b* space 

consists of a luminosity layer 'L*', chromaticity-layer 
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'a*' indicating where color falls along the red-green 

axis, and chromaticity-layer 'b*' indicating where the 

color falls along the blue-yellow axis. All of the color 

information is in the 'a*' and 'b*' layers. We can  

measure the difference between two colors using the 

Euclidean distance metric. Convert the image to 

L*a*b* color space.Step 4: Classify the Colors in 

'a*b*' Space Using K-Means Clustering Clustering is 

a way to separate groups of objects. K-means 

clustering treats each object as having a location in 

space. It finds partitions such that objects within each 

cluster are as close to each other as possible, and as 

far from objects in other clusters as possible. K-

means clustering requires that you specify the 

number of clusters to be partitioned and a distance 

metric to quantify how close two objects are to each 

other. Since the color information exists in the 'a*b*' 

space, your objects are pixels with 'a*' and 'b*'  ales.  

Use K-means to cluster the objects into three clusters 

using the Euclidean distance metric. 

 

V. SEARCHING ALGORITHMS FOR 

INTENT IMAGE SEARCH 

 

Pagerank was displayed and distributed by Sergey 

Brin and Larry Page at the Seventh Global World 

Wide Web Conference (Www7) in April 1998. It is a 

pursuit positioning calculation utilizing hyperlinks on 

theweb. Taking into account the calculation, they 

fabricated the web crawler Google, which has been a 

tremendous achievement. Presently, every web 

crawler has it hyperlink based positioning technique. 

Pagerank produces a static positioning of Web pages 

as in a Pagerank quality is figured for each one page 

logged off and it doesn't rely on upon inquiry 

inquiries. The calculation depends on the just nature 

of the Web by utilizing its inconceivable connection 

structure as a marker of an individual page's quality. 

Fundamentally, Pagerank deciphers a hyperlink from 

page x to page y as a vote, by page x, for page y. On 

the other hand, Pagerank takes a gander at more than 

simply the sheer number of votes, or connections that 

a page gets. It additionally breaks down the page that 

makes the choice. Votes threw by pages that are 

themselves "essential" weigh all the more vigorously 

and help to make different pages more "imperative". 

 

The Algorithm: We now present the Pagerank 

recipe. Give us a chance to first state some principle 

ideas in the Web  

connection. In-connections of page i : These are the 

hyperlinks that indicate page i from different pages. 

Normally, hyperlinks from the same site are not 

considered. Out-connections of page i : These are the 

hyperlinks that bring up to different pages from page 

i . Normally, connections to pages of the same site 

are not considered. The accompanying thoughts 

focused around rank esteem are utilized to infer the 

Pagerank calculation:  

1. A hyperlink from a page indicating an alternate 

page is an understood movement of power to the 

target page. In this way, the all the more in-

connections that a page i gets, the more renown the 

page i has.  

2. Pages that indicate page i additionally have their 

renown scores. A page with a higher renown score 

indicating i is more critical than a page with a lower 

esteem score indicating i . As it were, a page is 

critical in the event that it is indicated by other 

essential pages. 

Since in Web look, we are just intrigued by 

the positioning of the pages, the real merging may 
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not be essential. Subsequently, less emphasess are 

required. In the above representation of the 

information handling may perform, it is accounted 

for that on a database of 322 million connections the 

calculation joins to a worthy tolerance in 

approximately 52 cycles. 

VI. EXPERIMENTAL RESULTS 

 

In this section consider the features of the traditional 

and proposed approaches as follows:  

Image database and implementation environment: 

The data base was used to access the evaluation of 

the image retrieval process.  It consists of 1000 

images, a subset of the Corel database, which have 

been manually selected to be a database of 10 classes 

of 100 images each. The images are of size 384×256 

or 256×384 pixels. This database was extensively 

used to test many CBIR systems [6, 11, 23, 24] 

because the size of the database and the availability 

of class information allows for performance 

evaluation. 

 

 

In order to evaluate the performance, we 

/used the same approach since we refer to their 

comparison results. For each category in the 1000 

database images, we randomly selected 20 images as 

queries. For each query, we examined the precision 

of the retrieval based on the relevance of the semantic 

meaning between the query and the retrieved images. 

 

 

 

VII.    CONCLUSION 

 

We used Gabor filter, which is a powerful 

texture extraction technique, to describe the content 

of image regions or the global content of an image. 

Color histogram as a global color feature and 

histogram intersection as the color similarity metric 

combined with Gabor texture have been proved to 

give approximately as good retrieval results as that of 

regionally based retrieval systems. Based on the 

keyword expansion and user intension, we have to 

retrieve relevant results efficiently. Image retrieval 

using only color features often gives disappointing 

results, because in many cases, images with similar 

colors do not have similar content. Content Based 

Image Retrieval (CBIR) is a set of techniques for 

retrieving semantically-relevant images from an 
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image database based on automatically-derived 

image features. We provide a comparison between 

retrieval results based on features extracted from the 

whole image, and features extracted from image  

regions. The results demonstrate that a combination 

of global and region based approaches gives better 

retrieval results for almost all semantic classes. 
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